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ABSTRACT 

The aim of this thesis for text documents, web 

classification mining models to classify text 

mining is to develop effective web. Text mining, 

web mining algorithms to usual dimensions of a 

document which can be very large and vary the 

number of keywords, which can represent as a 

vector. As a result, the traditional classification 

of text mining the web can be computationally 

expensive. In this work Non Negative Matrix 

Factorization(NMF) algorithm is used to reduce 

the dimensionality of documents to through the 

feature extraction. NMF algorithm is Oracle's 

data mining software, was completed. With the 

full dimensionality of the model using SVM 

alone since the classification of documents 

based on the performance is very good.  

Keywords: - Web Mining, SVM, NMF,MATLAB. 

INTRODUCTION  

The problem of classification has been widely 

studied in the database, data mining, and 

information retrieval communities.Eighty 

percent of information in the world is currently 

stored in unstructured web mining for textual 

format. Although techniques such as Natural 

Language Processing (NLP) can accomplish 

limited web mining for text analysis, there are 

currently no computer programs available to 

analyze and interpret web mining for text that 

diverse information extraction needs. Therefore 

web mining for text mining is a dynamic and 

emerging area. The world is fast becoming 

information intensive, in which specialized 

information is being collected into very large 

data sets. For example, Internet contains a vast 

amount of online web mining for text 

documents, which rapidly Change and grow. It 

is nearly impossible to manually organize such 

vast and rapidly evolving data. The necessity to 

extract useful and relevant information from 

such large data sets has led to an important 

need to develop computationally efficient web 

mining for text mining algorithms [4]. An 

example problem is to automatically assign 

natural language web mining for text 

documents to predefined sets of categories 

based on their content. Other examples of 

problems involving large data sets include 

searching for targeted information from 

scientific citation databases (e.g. MEDLINE); 

search, filter and categorize web pages by topic 

and routing relevant email to the appropriate 

addresses.  

A particular problem of interest here is the 

classifying documents into a set of user defined 

categories based on the content. This can be 

accomplished through the support vector 

machine (SVM) algorithm, which is explained in 

detailed as in  following section. In the SVM 

algorithm, a web mining for text document is 
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represented as a vector whose dimension is 

approximately number of distinct keywords in 

it. Thus, when the document size increases, 

dimension of the hyperspace in which web 

mining for text classification is done becomes 

enormous, resulting in high computational 

cost.However, the dimensionality can be 

reduced through feature extraction algorithms. 

An SVM model can be built based on the 

extracted features from the training data set, 

resulting in a substantial decrease in 

computational complexity.  

The objective of this work is to investigate the 

efficiency of employing the non-negative matrix 

factorization algorithm (NMF) for feature 

extraction and combining it with the SVM to 

build classification models. These tasks are 

accomplished within the Oracle data mining 

software. Although the NMF algorithm for 

feature extraction and the SVM classification 

algorithms are built into the Oracle data mining 

software, the efficiency of combining the two 

has not been explored before.  

SVM (Support Vector Machine)  

The term SVM [3] classifiers attempt to 

partition the data space with the use of linear 

and non-linear delineations between the 

different classes. The key in such classifiers to 

determine the optimal boundaries between the 

different classes and use them for the purpose 

of classification .The main principle of SVM is to 

determine separators in the search space which 

can best separate the different classes. The 

classification problem can be restricted to 

consideration of the two-class problem without 

loss of generality. In this problem the goal is to 

separate the two classes by a function which is 

induced from available examples. The goal is to 

produce a classifier that will work well on 

unseen examples, i.e. it generalizes well. Here 

there are many possible linear classifiers that 

can separate the data, but there is only one that 

maximizes the margin (maximizes the distance 

between it and the nearest data point of each 

class). This linear classifier is termed the optimal 

separating hyper plane. Intuitively, we would 

expect this boundary to generalize well as 

opposed to the other possible boundaries. As 

shown in fig 1.4  

Fig 1.3 Optimal Separating Hyper Planes . 

A classification task usually involves with 

training and testing data which consist of some 

data instances. Each instance in the training set 

contains one “target value" (class labels) and 

several “attributes" (features). The goal of SVM 

[3] is to produce a model which predicts target 

value of data instances in the testing set which 

are given only the attributes.  

To attain this goal there are four different 

kernel functions.  

1. Linear: K (𝑥𝑖, 𝑥𝑗) = 𝑥𝑖𝑇𝑥𝑗  

2. Polynomial: The polynomial kernel of degree 

d is of the form.   K (𝑥𝑖, 𝑥𝑗) = (𝑥𝑖𝑥𝑗)  

3. RBF: The Gaussian kernel, known also as the 

radial basis function, is of the form  

K (𝑋𝑖, 𝑋𝑗) = exp (- (𝑥𝑖, 𝑥𝑗) 2𝜎2)  

4. Sigmoid: The sigmoid kernel is of the form  

K (𝑥𝑖, 𝑥𝑗) =tan (k (𝑥𝑖𝑥𝑗) + r)  

The RBF kernel non-linearly maps samples into 

a higher dimensional space, so it, unlike the 

linear kernel whuch can handle the case when 

the relation between class labels and attributes 

is nonlinear. Furthermore, the linear kernel is a 

special case of RBF show that the linear kernel 



International Journal of Computer Architecture and Mobility 
                                       (ISSN 2319-9229) Volume 4-Issue 1, January 2016 

Available Online at: www.ijcam.com 
 

with a penalty parameter C has the same 

performance as the RBF with some parameters 

(C, r). In addition, the sigmoid kernel behaves 

like RBF for certain parameters. 

In our research we have used a unique concept 

of determine the SQL-injection attack using 

SVM (support Vector Machine) [4]. 

Classification of Suspicious query is done by 

analyzing the datasets of Original query and 

suspicious query. Classifies learns the dataset 

and according to learning procedure, it classifies 

the queries. Appropriate classification occurs in 

our system because of best learning approaches 

and by designing concerns.  

LITERATURE SURVEY 

Web mining for text mining  

Web mining for text mining is the automatic 

and semi-automatic extraction of implicit, 

previously unknown, and potentially useful 

information and patterns, from a large amount 

of unstructured web mining for textual data, 

such as natural-language web mining for texts 

[5, 6] In web mining for text mining, each 

document is represented as a vector, whose 

dimension is approximately the number of 

distinct keywords in it, which can be very large. 

One of the main challenges in web mining for 

text mining is to classify web mining for textual 

data with such high dimensionality. In addition 

to high dimensionality, web mining for text-

mining algorithms should also deal with word 

Ambiguities such as pronouns, synonyms, noisy 

data, spelling mistakes, abbreviations, acronyms 

and improperly structured web mining for text. 

Web mining for text mining algorithms are two 

types:  

Supervised learning and unsupervised learning. 

Support vector machines (SVMs) are a set of 

supervised learning methods used for 

classification and regression. Nonnegative 

matrix factorization is an unsupervised learning 

method.  

 Supervised learning  

Supervised learning is a technique in which the 

algorithm uses predictor and target attribute 

value pairs to learn the predictor and target 

value relation. Support vector machine is a 

supervised learning technique for creating a 

decision function with a training dataset. The 

training data consist of pairs of predictor and 

target values. Each predictor value is tagged 

with a target value. If the algorithm can predict 

a categorical value for a target attribute, it is 

called a classification function. Class is an 

example of a categorical variable. Positive and 

negative can be two values of the categorical 

variable class. Categorical values do not have 

partial ordering. If the algorithm can predict a 

numerical value then it is called regression. 

Numerical values have partial ordering.  

Unsupervised learning  

Unsupervised learning is a technique in which 

the algorithm uses only the predictor attribute 

values. There are no target attribute values and 

the learning task is to gain some understanding 

of relevant structure patterns in the data. Each 

row in a data set represents a point in n-

dimensional space and unsupervised learning 

algorithms investigate the relationship between 

these various points in n-dimensional space. 

Examples of unsupervised learning are 

clustering, density estimation and feature 

extraction. belongs to an n-dimensional vector 

space Rn and x1, x2, … xn are components of 

the vector X. X is assigned to the positive class, 

if f(X) ≥ 0, and to the negative class if f(X) < 0. In 

this case function f(X) is a decision function. 
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Each vector has target attribute of Y ∈ ,−1, +1-, 

where i = 1...n. and -1 and +1 are negative and 

positive classes respectively.  

A learning machine learns the mapping X ⇒ Y, 

which can be represented by a set of possible 

mappings, X ⇒ f (X,α), where α is a set of 

parameters for the function f(X). For a given 

input of X and a choice of α, the machine will 

always give the same output. Since there are 

only two classes, the goal here is to construct a 

binary classifier from the training samples 

(predictor-target value pairs for learning the 

machine), which has a small probability of 

misclassifying a testing sample (predictor-target 

value pairs for testing the machine). For the 

document classification problem, X is a feature 

vector for a document. This feature vector 

contains frequencies of distinct keywords and Y 

is the user-defined category [3].  

Feature extraction  

Web mining for text collections contain millions 

of unique terms, which make web mining for 

text-mining Process difficult. Therefore, feature-

extraction is used when applying machine 

learning methods like SVM to web mining for 

text categorization [3]. A feature is a 

combination of attributes (keywords), which 

captures important characteristics of the data. 

A feature extraction method creates a new set 

of features far smaller than the number of 

original attributes by decomposing the original 

data. Therefore it enhances the speed of 

supervised learning. Unsupervised algorithms 

like Principal Components Analysis (PCA), 

Singular Value Decomposition (SVD), and Non-

Negative Matrix Factorization (NMF) involve 

factoring the document-word matrix, based on 

different constraints for feature extraction. In 

this thesis Oracle data mining tools are used for 

feature extraction.  

Oracle data mining uses the Non-negative 

matrix factorization (NMF) algorithm for feature 

extraction. Non-negative matrix factorization is 

described in the paper "Learning the Parts of 

Objects by Non-negative matrix factorization" 

by D. D.Lee and H. S. Seung [9]. Non-negative 

matrix factorization is a new unsupervised 

algorithm for efficient feature extraction on 

web mining for text documents  

Non-Negative Matrix Factorization (NMF)  

Non-negative matrix factorization is a feature 

extraction algorithm that Decomposes web 

mining for text data by creating a user-defined 

number of features. NMF gives a reduced 

representation of the original web mining for 

text data. It decomposes a web mining for text 

data matrix A mn where columns are web 

mining for text documents and rows are 

attributes or keywords, into the product of two 

lower rank matrices Wmk and Hkn, such that 

Amn is approximately equal to Wmk times Hkn. 

In NMF, in order to avoid cancellation effects, 

the factors Amn and Hkn should have non-

negative entries. NMF uses an iterative 

procedure to modify the initial values of Wmk 

and Hkn so that the product approaches Amn. 

The procedure terminates when the 

approximation error converges or the specified 

number of iterations is reached. NMF model 

maps the original data into the new set of 

features discovered by the model.  

PROBLEM STATEMENT 

In order to be more convenient for users to find 

and search Web information and reduce the 

searching time of Internet materials. We need 

to analysis the correlation and knowledge from 
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the plain web mining for text, such as Web 

pages. At this reason, we need to design one 

methodology to identify the content of the Web 

information and building the relationship 

between the Web pages that based on 

Association and Implication Rules. The Web 

users will have suggestions and advices for 

finding and searching the Web information with 

the related Internet path.  

Data mining is the explorative and non-trivial 

search for implicit, previously unknown, and 

potentially useful insights from data. It is a 

process that consists of different phases and 

that concerns a number of computer science 

fields like Artificial Intelligence, Databases, and 

Machine Learning as well as intellectual human 

capabilities like curiosity and creativity. Data 

Mining is a discipline where a concrete 

analytical problem might be existent but where 

a pragmatic and multi-strategic character 

increases the will to find novel and useful 

insights. Beside an introduction to the field, the 

contents of the course will be a data-driven 

discussion of the methods and the concepts 

behind. 

PRAPOSE ALGORITHM  

A web mining for text classification problem 

consists of training examples, testing examples 

and new examples. Each training example has 

one target attribute and multiple predictor 

attributes. Testing examples are used to 

evaluate the models; hence they have both 

predictor and target attributes. New examples 

consist of predictor attributes only. The goal of 

web mining for text classification is to construct 

a model as a function of the values of the 

attributes using training examples/documents, 

which would then predict the target values of 

the new examples/documents as accurately as 

possible. Thus, in building a classification model, 

the first task is to train the classification 

algorithm with a set of training examples. 

During training, the algorithm finds 

relationships between the predictor attribute 

values and the target attribute values. These 

relationships are summarized in a model, which 

can be applied to new examples to predict their 

target values. After constructing the model, the 

next task is to test it. The constructed 

classification model is used to evaluate data 

with known target values (i.e. data with testing 

examples) and compare them with the model 

predictions. This procedure calculates the 

model’s predictive accuracy. After refining the 

model to achieve satisfactory accuracy, it will be 

used to score new data, i.e. to classify new 

examples according to the user defined criteria.  

In this paper the goal is to separate the two 

classes by a function which is induced from 

available examples. The goal is to produce a 

classifier that will work well on unseen 

examples, i.e. it generalizes well. Here there are 

many possible linear classifiers that can 

separate the data, but there is only one that 

maximizes the margin (maximizes the distance 

between it and the nearest data point of each 

class). This linear classifier is termed the optimal 

separating hyper plane. Intuitively, we would 

expect this boundary to generalize well as 

opposed to the other possible boundaries. As 

shown in fig 1 
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Feature extraction-Web mining for text 

collections contain millions of unique terms, 

which make web mining for text-mining process 

difficult. Therefore, feature-extraction is used 

when applying machine learning methods like 

SVM to web mining for text categorization [3]. A 

feature is a combination of attributes 

(keywords), which captures important 

characteristics of the data. A feature extraction 

method creates a new set of features far 

smaller than the number of original attributes 

by decomposing the original data. Therefore it 

enhances the speed of supervised learning. 

Unsupervised algorithms like Principal 

Components Analysis (PCA), Singular Value 

Decomposition (SVD), and Non-Negative Matrix 

Factorization (NMF) involve factoring the 

document-word matrix, based on different 

constraints for feature extraction. In this thesis 

Oracle data mining tools are used for feature 

extraction. 

The first step in web mining for text mining is 

web mining for text gathering.  

The second step is web mining for text 

preprocessing.  

Preprocessing steps for web mining for text 

mining  

Loading web mining for text data into Oracle 

database  

Querying for web mining for text data to 

construct web mining for text categories table 

or training table:  

Indexing web mining for text documents:  
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ALGORITHM  

1) Web mining for text gathering.  

2) Web mining for text preprocessing  

- Preprocessing steps for web mining for text 

mining  

- Loading web mining for text data into Oracle 

database  

- Querying for web mining for text data to 

construct web mining for text categories table 

or training table  

- Indexing web mining for text documents:  

3) Feature Extraction  

4) visualization- making of tables  

5) web mining for text evaluation using SVM. 
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